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Course Overview (15 classes in total)

1-10 (2018) Machine Learning by Prof. Satoshi Ikehata

11-15 (2019) Signal Processing by Prof. Kazuya Kodama

Grading will be based on the final report.



About Me

• Satoshi Ikehata, Ph.D (sikehata@nii.ac.jp)

• Research Field: 3D Computer Vision

• 3D Indoor modeling
• Photometric Stereo



What is “Media”?

- Image

- Text

- Audio

- Video
Signal (Continuous)
Information

Digital (Discrete)
Information

Also referred to as “Multimedia”
in computer science



Artificial Intelligence (AI) is a Magical Word?



The era of AI

• Deep learning is already the “Standard” in academia and industry
• Everyone can enjoy the deep learning just by simply using public software
• However, most people (probably) do not know what is going behind it

• If you want to be an AI researcher/engineer, the basic knowledge about the 
machine learning is requirement 

https://blogs.nvidia.co.jp/2016/10/27/intelligent-industrial-revolution/



Sorry, this shrubs is not accurate…  



An introduction to a broad 

range of topics in deep 

learning, covering 

mathematical and conceptual 

background, deep learning 

techniques used in industry, 

and research perspectives.

Chapter 1-9 (out of 20)

• Due to my background, I will 
mainly talk about “image”

• I will introduce some 
applications beyond this book



https://www.deeplearningbook.or
g/lecture_slides.html

Free copy of the book and useful 
materials are available at 
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https://satoshi-ikehata.github.io/mediaprocessing.html
Class material is available at



10/23
Basic mathematics (1) (Linear algebra, probability, numerical computation)

• Basic of Scalars, Vectors, Matrices and Tensors
• Norms (e.g., 𝑙2-norm, 𝑙∞-norm)
• Eigen Decomposition
• Singular Value Decomposition
• Solving a Homogeneous Equation (Ax=0)
• Probability Distributions
• Marginal Probability, Conditional Probability
• Expectation, Variance and Covariance

41 56 62 150 23 26 251 50 39

197 186 219 111 209 45 14 237 145

57 109 122 200 147 29 109 4 29

113 179 104 87 222 63 138 125 15

156 97 174 199 200 112 244 64 217

230 166 19 148 119 253 254 246 243

144 14 129 71 12 90 161 175 198

207 68 69 94 248 162 43 26 198

168 117 171 250 62 18 79 79 161

151 112 166 212 95 239 184 52 67

=

Image is a matrix 



10/30
Basic mathematics (2) (Linear algebra, probability, numerical computation)

• Probabilistic Distribution (e.g., Bernoulli, Gaussian, Laplace)
• Mixture of Distribution (e.g., Gaussian Mixture Model)
• Bayes’ rule
• Information Theory (Shanon entropy, KL divergence, cross entropy)
• Structured Probabilistic Models
• Numerical Computation (Overflow, Underflow)
• Gradient-based Optimization
• Jacobian and Hessian Matrix
• Constrained Optimization
• Linear least-squares

Laplace Distribution Gradient descent



11/06
Machine Learning Basics (1)

• Machine Learning Tasks (E.g., Classification, Regression, translation…)
• Classification of Machine Learning Algorithms (supervised, semisupervised, unsupervised)
• Linear Regression (𝒚 = 𝝎𝑇𝒙)
• Capacity, Overfitting and Underfitting
• The No Free Lunch Theorem
• Regularization, Cross Validation (Training and Validation)
• Estimators, Bias and Variance 
• Maximum Likelihood Estimation (MLE) 
• Bayesian Statistics (↔ frequent statistics)
• Maximum A Posteriori (MAP) Estimation



11/13
Machine Learning Basics (2)

• Supervised Learning (Support Vector Machine, Decision Tree)
• Unsupervised Learning (Principle Component Analysis, k-means)
• Stochastic Gradient Descent (SGD) Algorithm
• Curse of Dimensionality
• Local Constancy Smoothness Regularization
• Manifold Learning

Example of K-means clustering



11/20
Deep Feedforward Networks (Feedforward Neural Networks, Multilayer Perceptron)

• Basic of Neural Networks
• Gradient-based Learning (non-linearity of Neural Network)
• Loss Function (Cost Function)
• Output Layer (Linear Unit, Sigmoid Unit, Softmax Unit)
• Activation Layer (Rectified Linear Units:ReLu, Logistic Sygmoid, Tangent)
• University Approximation Theorem (A simple neural network can represent complex function)

• Back Propagation

Back PropagationOutput Type



11/27
Regularization for Deep Learning (Making an algorithm perform on new input)

• Parameter Norm Penalties (weight-decay(ℓ2), sparse(ℓ1))
• Dataset Augmentation (Rotation, Translation, Injection of noise)
• Semi-Supervised Learning  (labeled + unlabeled training data)
• Multitask Learning (Task specific parameters + Generic parameters)
• Early Stopping
• Parameter Tying/Sharing
• Sparse Representations, Bagging, Dropout
• Adversarial Training 

Adversarial exampleData augmentation



12/4
Optimization for Training Deep Models

• Empirical Risk Minimization (Optimization on the training dataset)
• Surrogate Loss Function (e.g., learning 0 or 1 by loglikelihood function)
• Stochastic (per one sample), Batch (per all data) and Minibatch (per subset)
• Theoretical Limitation in Optimization: Local Minima, Plateaus, Saddle Points
• Stochastic Gradient Descent (SGD) for learning
• Momentum (Update parameters using 𝑥𝑡 and 𝑥𝑡−1)
• Parameter Initialization Strategies
• Algorithms with Adaptive Learning Rates (AdaGrad, RMSProp, Adam)
• Approximate Second-Order Methods (Newton’s, Conjugate Gradient, BFGS)
• Batch Normalization
• Coordinate Decent 
• Supervised Pretraining (e.g., Using ImageNet weights for other tasks)
• Continuation Methods and Curriculum Learning



12/11, 18
Convolutional Neural Networks (1)

• History and Basics of CNN
• Pooling (Max pooling, Average pooling)
• Stride 
• Unshared Convolution, Tiled Convolution
• Network Architectures (LeNet, AlexNet, ResNet, DenseNet…)
TBD (Applications of Deep Learaning in Conputer Vision)

Alex-Net (Krizhevsky2012)

VGG-Net (Simonyan2013)

Google-Net (Segedy2015) Res-Net (He2015)

8 layers

16 layers

22 layers 125 layers



Contact: sikehata@nii.ac.jp

https://satoshi-ikehata.github.io/mediaprocessing.html

Course Website


